Pattern Exploitative Training

PET or Pattern Exploitative Training


https://github.com/timoschick/pet
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Figure 1: PET for sentiment classification. (1) A num-
ber of patterns encoding some form of task description
are created to convert training examples to cloze ques-
tions; for each pattern, a pretrained language model 1s
finetuned. (2) The ensemble of trained models anno-
tates unlabeled data. (3) A classifier is trained on the
resulting soft-labeled dataset.
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